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In Search of a Poinfless Decision Principle!
Prasanta S. Bandyopadhayay

University of Rochester

1. iIntroduction

“Maximizing expected utility (MEU)” is one assumption of (strict) Bayesian deci

sion theory [Savage 1972]. According to the principle of MEU, in a given decision
situation, the decision maker should choose one of the alternatives with maximal ex-
pected utility [For an excellent discussion of decision theory, see Jeffrey 1990].
However, MEU as the foundation of Bayesian decision theory has been under attack,
One counterexample that seems to dispute MEU as a rationality principle is offered
by Daniel Ellsberg[Ellsberg 1961]. While discussing what has been dubbed as the
Ellsberg paradox, I will consider briefly three decision principles, each of which is
different from the MEU principle. These three principles are, (i) Henry Kyburg’s
Principle, (i) Peter Gardenfors and Nihls-Eric Sahlin’s Maximin criterion (MMEL)
[Sahlin 1983, Gardenfors and Sahtin 1988, Sahlin 19937 and finally, (iii) the “weak-
dominance principle(WDP)” [ Despite 1saac Levi’s warning against the term “weak-

dominance” of a possible confusion with the similar kind of dominance nation, I stick |
to this term because of the lack of a better substitute, in private communication] that -

draws its inspiration from Kyburg’s theory which I will endorse [Kyburg 1983a,
Kyburg 1983b, Kyburg 1990, Kyburg 1994]. The purpose of this paper is to answer
four things: (a) Why are the strict Bayesians who espouse  MEU as the standard of
rationality reaily threatened by a paradoxical conclusion? (b) How can an improve-
ment on strict Bayesianism have a better handle on issuves like the Ellsberg problem
and some other decision prablems? (c) How does my decision principle address the
Ellsberg problem and some others? {(d) What are the ordering properties of the
Principle that I advocate and what are its implications?

2. The Ellsberg paradox

Suppose an urn contains 30 red balls and 60 black or yellow balls. The proportion of

black balls to the yellow balls in the wmn (represented as b) is unknown. One ball is to be -

drawn from the urn. There are two decision situations, A and B. Each situation has two

alternatives. The two alternatives for A are a; and ay. If 1 choose ay, I will get $100 if -l
red ball is drawn and T will receive $0 otherwise, If I choose az, then I will get $100 ifa

black ball is drawn, otherwise I won't receive anything. Under the above circumstances,
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{am told that B is the second situation. B, like A, has two aliernatives, a3 and ay. If
choose a3, T will get $100 if a red or yellow ball is drawn, otherwise [ will receive $0. If
‘] choose a4, I will get $100 if a black or yellow ball is drawn, otherwise I will receive
$0. The two decision situations above can be represented as follows:

States
Sl 57 53
173 2/3
Acts Red Black Yellow
A
aj $1060 30 50
iy 30 5100 $0
States
1/3 2/3
Acts Red Black Yellow
B
a3 $100 50 %100
8q %0 100 $100

- MEU does not tell us which course of action ene should take in either situation. The ex-
pected value of a) is the closed interval [100/3, 100/3] and the expected value of a; is the
closed interval [0, 200/3] provided we represent the uncertainty about the proportion of
. black balls in the urn which could be anything from 0 to 2/3. In decision situation A,
- most of the people prefer a to ay. Likewise, in decision situation B, we cannot say any-
 thing about our preference regarding as and a, if we stick to MEU, If we represent the
. uncertainty involved in the proportion of black balls which could be any number from 0
.~ t02/3, then in B, we pet the following intervals. In B, the expected utility calculation
 yields the closed interval [100/3, 300/3} for choice ag. We get the closed interval [200/3,
200/3] for a4 from the expected utility caleulation, Again, MEU does not help vs. In de-
. cision situation B most of the people prefer ay to ag. These two preferences, namely, a i
- over ag and ay over ag, are not only intuitive, but also agree, as we have cited, with most
| people’s choices. Why is this decision problem called a paradox?

This decision situation is called a paradox because according to the Bayesian deci-
: sion theory, one should choose a4 if and only if one chooses a;. For any given value of
. b that represents the uncertainty of the proportion of black balls in the wm, the expect-
- ed utility of ay exceeds that of a; if and anly if the expected utility of a4 exceeds that
of ay, This equivalence holds for a Bayesian because he adheres to another Bayesian

- principle that Leonard Savage calls the “sure thing principle”. According to the sure

- thing principle, the choice between two alternatives must be unaffected by the value of
'~ outcomes corresponding to states for which both alternatives have the same payoff. In
the matrix above, the outcome ay and ap are the same for S5 (i.e., vellow), and the out-
come a3 and a4 are also the same for S3. Also, aj has the same outcome as ay, except

- for 85 (i.e., yellow); whereas a, has thé same outcome as a, except for S4. In a sitna-
tion like this, the sure thing principle requires that a; is preferred to a if'and only if ag
. Is likewise preferred to a4, Thus, if we take recourse to the standard point valued ap-
proach to the MEU principle, then for the Bayesian the rational agent should prefer ag
to ay if and only if the agent should prefer a3 to a4 or equivalently
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(i) 100 b > 100/3 if and only if (1- b) 100 > 200/3 for all values of b, . Gardenfors and Sahlin's decision rule

Gardenfors and Sahlin propose a decision theory that provides a model for an
gent’s beliefs about the states of world in a decision sitwation. Their theary, like
“Kyburg’s, is motivated by the thought that the strict Bayesians are too restrictive
- when they assume a definite probability for each proposition. Unlike Kyburg’s theory
- which is based on probability intervals, the theory assumes that the agent’s beliefs can
“be represented by a set of P of probability distributions, the set of epistemically possi-
~ble distributions which consist of those measures which are consistent with beliefs the
-agent has. The set of probability distributions is constrained by a second order mea-
sure of epistemic reliability. According to the theory proposed by Gardenfors and
ahlin, the agent exploits those measures of P that are epistemically reliable, i.e. a
. subset of P/E| of P used when making a decision. The theory pravides a two-step rule
. for reaching a decision. First, the expected utility of each choice coupled with each
. probability distribution P in P/E is calculated and the minimal expected utility of each
‘alternative is determined. Then the largest minimal expected utility among the alter-
‘native is chosen. The decision rule Gardenfors and Sahlin provide is the following:

Most people however prefer a) to a5 and a4 to a3, or equivalentiy:

(11)100/3 >100 b if and only if 200/3 > (1- H100
for all values of b in the interval [0, 2/3].

There is no b that makes (ii) true (except 1/3). On the other hand, if b= 1/3, then the
instance of (ii), i.e., 100 > 100 if and only if 200 > 200, is true because both the side.
of the equivalence are false. Under this special case when b=1/3, the expected utili-
ties of all of the acts are equal. Then the decision maker should be indifferent be~" -
tween 4 and ap and between ag and ay. However, when b=1/3 one cannot both strict
ly prefer a| to az and ag to a4, Thus, the sure thing principle is violated. In what fol-
lows, I will discuss three decision principles to see how they address the Ellsherg

problem and some others. Z

3. Kyburg’s decision principle

(MMEU) The alternative with the maxinmuwm of the minimum expected urility

Kyburg provides a decision theory based on probability intervals. According to
ought to be chasen.

Kyburg, probability represents a necessary relation between a set of sentences regard-’
ed as accepted and a given sentence. For him, this relation does not determine a real’
number representing the prabability of the sentence S as being true relative to knowl-
edge corpus K, Kyburg characterizes the probahitity of a sentence S relative to a set
of sentences K, as the interval [p, g] if and only if the following conditions are met:

-For the Ellsberg paradox, we find that the minimum of the expected utility of a| and ay
‘are 100/3 and 0 respectively and the minimum of the expected utility of a3 and a, are
;10043 and 200/3 respectively. According to MMEU, we have to choose the larzest
~among the minimum of the expected utilities. a; and a4 become the rationat choices

{I) 5 is known in K to be equivalent to a sentence of the form “a ] ] ¢ L 4 He e
‘according to the MMEL, Interestingty, this matches with the intuition of most people.

is an element of set 5.

(1) “a is an element of ¢ is a sentence in K., '3, The third decision rule

I put forward a decision principle within the framework of Kyburg's theory. Like
Kyburg's theory, my theory is based on probability intervals. The probability of a
proposition S being true as an element of our knowledge corpus K belongs to the in-
terval [p, q}. If a rational agent has complete knowledge about an event, its associated
probability interval would be reduced to a point, whereas if his information is incom-
plete, the associated probability interval would be wider. If a rational agent is com-
pletely ignorant of the event, then his complete ignorance can be represented by the
interval from Oto 1.

(III) The proportion of ¢'s that are &°s is known in K in the interval {p, q]. :

(IV) Relative to K, a is a2 random member of ¢ with respect to b,

Kyhurg provides his central decision rule which he calls the Principle fI1.

The decision maker ought to reject any choice a; for which there is an act a;
whose minimum expected utility exceeds the maximum expected wiility of ai. . . . . )
Since [ am proposing a decision principle it is worthwhile to provide a connection
between the degrees of belief and uiilities with actions. [ assume that the utility func-
tion U is a real-valued function defined over sentences. Then the outcomes of deci-
sions can be regarded as certain propositions of coming true. In my theory, as in
Kyburg's, since probabilities are intervals, expected utilities have to be construed as
intervals, The expected utility of a sentence S is the interval consisting of the utility
of §’s being true multiplied by the lower probability of S, and the utility of §'s being
true multiplied by the upper probability of S. If the prabability of § is the closed inter-
val [p, g], and utility for S is U, the expected utility of § is [Up, Ug].

Consider Kyburg’s decision rule in the case of the Ellsberg paradox. In A, for ex-
ample the maximum expected utility of a; is 100/3 which is not less than the mini- -
mum utility of 2y, which is 0. On the other hand, for B, the maximum expected utilit
of a3 is 300/3, which is not less than the minimum expected utility of ay which is
200/3. Therefore, for Kyburg, all four acts in the Elisberg problem are perfectly ratic
nal. Though Kyburg’s deciston rule does not provide a unique decision among thes
four alternatives, it may often eliminate decisions in other situations. Unfortunately, in.
the Ellsberg paradox, no action can be eliminated by his central decision rule. Kyburg
adds a further decision principle that one should maximize one's minimum gain, By -
virtue of this principle, a| in A and a, in B come out to be rational. The additional -
principle is called the Minimax principle. Kyburg thinks that in many cases his deci-
sion Tule along with the minimax principle, provides good decisions. B

Since the expected utilities are intervals, it does not make sense to maximize inter-
vals in the same way which we maximize expected utilities for points. Although we
cannot maximize an interval in the usual way, Kyburg suggests a principle that seems to
be rational in this context. That is, one ought not to choose an action whose maximum
expected utility is less than the minimum expected utlity of some other action. In deci-
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i t For
d other cheap things may opt for a;. )
urgerj.cz}llnmme attractive, herce rational. According
ht to choose a; in the Ellsherg type decision
ent will choose aq or a; depends on }t1he psY-
hological factors affecting his decision. If the agent is risk averse, he may choose a;.
o

is risk t for a5. So, in the Ellsberg
, if the agent is rigk prone, he may op 2 e Blisberg
tyg:l:egit:liz;hsai?faﬁnn, thc;gugh the M{rumax pr{m;gaig éiceirs?oanni?tié ttioo :?Or 3 c}:,]c;rt ect de
isi is ms be the right decision in a given 5 2 ular
1510?.§2150n:;§;;;1d not apgly the Minimax principle expecting to get both a uniq
ent. 50,

and intuitve decision in all decision situations.

: i ility distribu-
; sda a utili atrix associated with two sets of probabi :
(I0) I will provide 'tlou::::ﬁ;?ﬁg; éil;?:?scion criterion fairs amidst the two other deci-

ﬁ'unsgii%s: }?oﬁgepggke of the discussion, 1 denote the utility matrix with two proba-
sion .

pility distributions by M.

sion situations, Kyburg’s principle eliminates many acts as irrational, I want to
strengthen Kyburg’s theory by adding further conditians to his theory, and including. :
Kyburg's central principle. | call my decision principle the Weak dominance principfps:

‘mai cern is not buying hambu
'mgﬁ ng?mbling for a large fortune is m
0 thé Minimax principle, any agent }?ug
: ituation. On my account, whether the ag
Fox all closed intervals I and 1, if min(l) < min (J) and max( 1) < max(J), and
either min(l) < min(J) or max(l) < max(J), then one must choose the act cor-
responding to J.

The strategy of the paper is to arpue that neither do | agree with strict Bayesianisy -
nor with Gardenfors and Sahlin type theory nor with Kyburg's theory in all its ny-

ances, (I} Recall the Ellsherg prablem. In this prablem, the intuitive decision is tg *:
prefer a to 4, in decision situation A and 44 1o ay in decision situation B. In A, the
expected utility a) is [100/3, 100/3) whereas, the expected utility of a; is {0, 20073).
In B, expected utility of ag is [100/3,300/3] and expected utility of a4 1s [200/3, - _
200/3]. In the Ellsberg paradox, Kyburg’s Principle and WDP ‘cannot eliminate any
of the actions as irrational. Kyburg suggests that if one uses the Minimax principle:

then he can choose a1 in A and a4 in B. This decision agrees with the intuitions of © brababiity Distributions

most people. I will argue that although the Mininay principle yields a unique and in.. States g pi(sy)=4
tuitive solution in the Ellsberg paradox, the Mininax principle cannot provide a gen- St 2 pi{s2)=6
eral and intitive solution to all decision situations. Acts . R pa(s)=palsz)=3
. 2y
Consider an Eilsberg type decision situation with the same probability distriby- - a -l g)
tions for red, black and yellow balls as in the Ellsberg paradox. The only difference. a3 0
between the former and the latter is the utility matrix ' - =1{-2,0]
Expectled uuhty%al%—{%- 5
] Expected utility(az)=il),.2
States EXEBCtEd Uﬁlity(a3)=[010]
Acts /3 2/3 ‘ i erfectly rational since we have no way
. of the choices are pe >
Rfd blz(l;:k Yel(l)ow. : Afc sgtrgrlr[:l%;i?\gtyhbﬁragﬁ; rr?é the options are irrag nr}al,S&S‘E?h"e?;}geprﬂf%gﬂﬁs Iz-irL(;et\“:a.
a 0 i - ssible. » 81 U]
a,i 0 300 0 “ too, all options are both E-admissible and S-admis " rhonated decision theory

' evi's well
e DIE' szll‘c:\‘ril’shﬁive%g}::g iggi[ %97‘4, Levi 1988). For Gardenfors ar;dm.3
: goli?irtlh: pa?c? rzi:; ;:e the only feasible options. The MME _mu%%r;tggggcgjdesgsl L?tafsai\ﬁ y
" 1 it mini My

. ratigqal %‘.hoice gt ;: 133[:1?;;22 1;;%35;: f:itg;en as ratior_la} because that op}?on axrs‘

B T {;cl){l traativc:s under any circumstances and it is at least better t 32 : al){
- ehornativ thanclltS so%?circumstances. So, a; seems to be the naturalhcljlmce among
:. ?tt}?;? iﬁ;?nl:irtlivg and my decision principle alone agrees with the choice.

Based on probability intervals, the expected utility of aj is [ 1/3, 1/3] and that of
4y is [0, 600/3]. According to the Mirimax principle, aq is the correct decision, al-
though the majority of the people will recommend 4y as the comrect choice. In the
Ellsberg paradox, our intuition matches with the choice demanded by the Minipiax' -
principle, whereas in this Elisberg type situation, most people would not agree with
the decision provided by the latter principle. Qur intuition varies from one case to the
next. Under these two situations, our decisions are made based on the different psy-
chological factors affecting our relevant decisions. In the or ginal Ellsberg paradox;
despite the uncertainty about the proportion of black bails to yellow balls ( it can be
anything between zero to two thirds), my analysis of the situation indicates that most:
of the people prefer aj to dy since the expected utitity of aj lies at the center of the
closed interval of ay. On the other hand, in the Ellsberg type situation just presented; '
the expected utility of a; is the closed interval that lies more close to zero of the .
closed interval of ay than to 600/3 of the same interval. So in the latter situation, &y "
seems to be the rational decision for most people. -

6. Ordering refationship of the decision rule

’ - v - <
all WDP: For all closed intervals 1and J, if min(l) < m;n n(i};:réi g:);;;(t[})le -
R ot either min(D) < min(y) or max(D) < max(T), then one me hoose i it

max{}}, and e to J. The principle induces a strict partial ordering, }.fij. rreflexive
P ive on the intervals to which it is applied. The principle 1nT1i1ces fg; lexive
O ing on inter a5 since the interval | cannot be be_ttfer than itself. ere ; ?mduces
E ordeﬂ_ﬂg on 1ntery irreflexive follows from the definition of <. The prgnmpt e fpthe uce
ordﬁnng_relano_n :5 als which is also transitive. Consider tht_: first conjune Od e
otoent "Fhat co t3'll—xvrlcr.' consists of two conjuncts, namely ‘min(l) <.r1}111n(§)a;[111c11 | mas
e For (a:.!cinll 1. and K, if they have a transitive relation, then if I< nd 1<K o
< max({J). Fc.’-rti i X I’ncccss;lrily < K. Suppose k<], thpn_mm(l) < ml?(?ﬁ a.XlFD g ,
th?n by transi (g)t'%herefore min(T)< min(I). By the §nmlar argugnen ,m D) < .
mm(g.l)) <CIZ)11{12ider. the other limb of the conjunction, min{f) < min(J) or
max(J).

Even in the Ellsberg type situation, there may be some people who choose aj tobe
the rational decision. A hungry person may opt for a; in the Ellsberg type sitvation, -
Far him, buying a hamburger for that price rather than choosing a, for a possible larg-
er fortune seems to be rational. However, those who are relatively well off and whosé:
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Take its first disjunct, i.e. min{I) < min(J}. For all I, Yand K, if min(I) < min(J), as it hag
been shown that min() < min(K), hence, the claim min(D) < min{K) is proved. Take the.
rest of the disjunct, i.e. max(l) < max (. Foralll,], and K, if max(l) <max(Nand .
max(J) < max (K}, then show that max () < max(K). We have shown before that :
max(J} < max(K). Therefore, max(f) < max(K). Q.E.D. One interesting ordering refy...
tion the weak-dominance principle produces on intervals is that it forms a lattice, A .
strict partially ordered set is called a farsice if and only if' for any two elements a ang b
there is a least upper bound and a greatest lowest bound for a and b, o

epresent expected utilities of both acts, the optimistic reasoner may choose a;
;al]rlgdu?ggr tgat since tEe true value must lie in between the closed interval, why not take
the risk? If we hit the Jack-pot, then we may get 10,000. So, the optimistic reasoner
chooses ay. The pessimistic reasoner, on the other hand, may opt for a;. He may :}:10n-
tend that if we choose a; and unfortunately a, is not the true statg: of nature, then he
may ioose a huge amount of money. Then, why not go for a; which lies in between
the interval {100, 120]? Our principle does not provide us a unique solution ta these
cases. This does not represent_any drawback on the part of the principle rather it
shows that our principle is realistic in captaring the true state of nature.

In the given framework we can characterize strict preference and indifference re~

lations between two acts. We rewrite WDP and divide it into two parts, 7. Relationship among the three decision rles

I will consider whether any decision principle is entailed by any other principle by
providing an intuitive justification for the connection among different p_rmc_lpkcs'. I
will frequently refer to Sahlin’s utility matrix with two probability distributions as
M#* which is as follows:

(i) Given that the two intervals are not disjoint, if their intervals have the safne3
maximum, choose the act corresponding to the interval with higher ;
minimum,

(i}  Given that the two intervals are not disjoint, if their intervals have the Same A ~p
inimum, choose the act corresponding to the interval with high States oo :
minimum, choose the act corresponding e interval with higher Acts s . Probability distributions

maximum. [ 2 Y= 04 = (6:

a 12 -10 Pi(bl)wbﬁapl((s2)) i

=, 59) =045

The two conditions (i and i) give strict preference orderings over acts. The agent is j a9 1()1 P2(sp) =06, palsy 3~
different between two acts if both max(I) = max(F) and min{l} = min(J). In other words; a3 0 ' o ,

selection of one act over the other, in this sitvation, is irrelevant to our principle. There :
are many acts for which neither the agent has strict preference nor is he indifferent be-
tween them. We will return to these acts which are incomparable o one another.

Expected utility (aj)=[-1.2, 3.2]
Expected utility (ap}=[+1,%3]
Expected utility (ag) = [0,0]
When an agent s indifferent between two acts, one of the proposed conditions to
eliminate all acts except one is to consider whether the choice the rule recommens
remains invariant even after the application of the condition called the miviure condi

's princi all ¢ ional [Levi inks a; and a5 to be E-
For Kyburg’s principle, all acts are rational [Levi, however, thinks a) 1y
admiss}i)ble and only ay to be S-admissible]. According to the MMEU, ay isthe cor-
rect choice. For the sake of the discussion, I will reformulate some of the above deci-
sion principles in the following manner:

tion. The intuition behind this condition is that if the agent is indifferent between twg
acts, then the agent will be indifferent between them and the third act of tossing a fai
coin and doing the first act on heads and the second on tails. Suppose the utilities of
botha) and a; are [1,0]. Then, if we add the “mixed” act of flipping a fair coin and

(1} If two intervals are disjoint, reject the one with lower maximum,
doing aj on heads and ay on tails, we get the following matrix. .

(2) Given that the two intervals, namely [ and J are not dis jo'int, then if
max{J}) > max(l}, but it is not the case that min(J) is < min (I}, then choose

4] 501 512 the act corresponding to J.
1 0 - - - .
2”2*& 1/2 172 (3) Choose the one with highest minimum,

inciple 1 is equivalent to Kyburg's principle. Principle 2 represents WDP. i )
(}?}?l?géﬁfors anquahlin acceptyprin%iple 3, that is, the Minimax principle. Let’s begm.
with rule 1. Rule 1 implies neither rule 2 nor rule 3. Principle 1 is a special case of
the principle 2[ needless to rehearse the obvious steps of the proof]. For examp’le_,
where 1=[2,3] and J = [4,4], both rules reject ! as a rational act. Conmdey nowlJ’ =
[3,4] in addition to I. Rule'1 rejects neither of them, whcrea_s rulef rejects | as a ra-
tional act, Principle 1 does not imply principle 3. If we consider M*, then we find
that all acts are rational from the standpoint of Kybu{g’q principle (i.e., principle 1).
But, neither act a; nor act a5 is recommended by principle 3.

The values for a3 are calculated by considering that its utility under either state is the
expected utility of a bet on a fair coin that pays (tand 1.

We are here no longer indifferent among three acts after the application of mixtur
candition, though pairwise, we may be indifferent to one another, For an agent, aj an
& are still indifferent, but neither a; is indifferent 10 41 nor is ag to u3. Among three:
acts, a3 has the higher minimum, i.e. 1/2, whereas boih ap and a; have higher maxi
mum_than a3. Our rule does not recommend any action being rational in this situa:-
ton, We call thess acts, a1, 33 and a3, incomparable leaving open the possibility that:
the act which an agent will ciioose depends upon his or her mental make up. In fact;
in the spectrum between two extreme acts(same minimum, but different maximum
and same maximum, but different minimumy}, most acts fall into the catepory of
being incomparable. Suppose a; is [1, 10,000] and 42 is [100, 120], Assuming that a

. Consider rule 2. Rule 2 implies rule 1, for the reason given above. Clearly, rule 2
toes not imply rule 3. Consider M. In M, rule 2 recommends aj as the rational choice
Wwhereas rule 3 accepts both a5 and a3 as rational choices. Consider rule 3. Rule 3
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does not entail rule 1. Consider M*. According to rule 3, aj is the correct choice, It
shows a ciear violation of rule 1 since all acts are rational according to rule 1.Nor doeg
principle 3 entail principle 2 either. Suppose ¢ and ¢, are two acts with the closed ip.
tervals, [.2, .5] and {.2, .6]. According to principle 2, we ought te choose ca, whereag -

for principle 3, we cannot reject either of them. In short, principle 2 entails 1 whereas |
for the rest of them the entailment relationship is not that straightforward. .

i * isi ; ability representations™
lin, N. (19835), “Three decision rules‘ for generalized proba
Sablin in ’E‘/te Behavioral and Brain Sciences, Vol &, No 4: 751-753.

- {1993), “On Higher Order Beliefs” in Philosopity of Probability (ed) J.P.

Dubucs, Holland: Kluwer Academy.

Savage, L. (1972). The Foundations of Statistics, New York: Dover Publications, Ine.
8. Concluding remarks

Based on the weak-dominance principle, which resis on the interval notion of
probability, I argued for both: {i) why should not one expect to reach a unique option-
from two different sets of options in connection with the Ellsberg paradox and (i)
that, at least under one circumstance, the principle gives better results than the rest of -
the principles discussed above. | showed that the principle is strict partiaily ordered
and also discussed that it forms a lattice. '

Note

IThe author acknowledges his debt to Prasun Basu, John G. Bennett, Abhijit
Dasgupta, Deepnarayan Gupta, Jack Hall, Henry Kyburg Jr., [saac Levi, Patrick
Maher, Michael Mathias, Abhaya Nayak, Nihis Eric Sahtin, Paul Weirich for their
suggestions and comments on earlier versions of the paper and to Peter (3. Found for
suggesting to him the title of the paper. John G. Bennett deserves special mention for
helping him in thinking through the difficult areas of decision theory.
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